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Abstract
Background
Craniosynostosis is a congenital condition characterized by the premature fusion of cranial sutures, leading to potential complications such as abnormal skull growth, increased intracranial pressure, and cognitive delays. Traditionally, open cranial vault reconstruction (OCVR) has been used to treat this condition. However, it is highly subjective and greatly dependent on the surgeon’s expertise, which can lead to residual deformities and the need for reoperation. Effective preoperative planning can greatly improve surgical outcomes, although the major challenge is accurately translating this plan into the clinical setting. Recently, augmented reality (AR) and 3D printing have emerged as promising technologies to facilitate this endeavor. In this work, we propose three alternatives, leveraging these technologies, to guide the precise repositioning of remodeled bone fragments in the patient.

Methods
The three guidance methods are AR on a tablet, AR with Microsoft HoloLens 2, and 3D-printed spacers. The accuracy of each method was assessed by measuring the deviation of each bone fragment from the virtual surgical plan (VSP) in a simulated environment using 3D-printed phantoms based on a 14-month-old boy with trigonocephaly. The same assessment was also performed during his actual surgery.

Results
All three guidance methods demonstrated similar levels of accuracy, with mean placement errors below 1 mm in all cases. The AR systems allowed for real-time adjustments, enhancing precision. Statistical analysis showed no significant differences in error rates between the different methods or attempts.

Conclusions
Integrating AR and 3D printing into craniosynostosis surgery holds great potential for improving OCVR. While 3D-printed spacers are useful when digital technologies are unavailable, AR-based methods provide more comprehensive guidance. Nevertheless, our study suggests that the choice may depend more on the specific clinical context, user-specific skills, and available resources rather than on a clear superiority of one method over the others.

Supplementary Information
The online version contains supplementary material available at https://​doi.​org/​10.​1186/​s41205-025-00251-4.
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Introduction
Craniosynostosis is a congenital condition characterized by the premature fusion of one or more cranial sutures. This can lead to abnormal skull and restricted brain growth perpendicular to the affected suture [1]. The incidence of this condition ranges from 1 in 2000 to 1 in 2500 live births and can occur as part of a syndrome or as an isolated defect (nonsyndromic) [2]. If untreated, craniosynostosis can cause increased intracranial pressure, impaired brain growth, visual problems, and cognitive delay [3].
Among the various treatment options, open cranial vault reconstruction (OCVR) remains the most common method. These surgeries involve removing the affected bones, reshaping them to the most suitable form for the patient, and then securing them back in position. On the other hand, minimally invasive treatments, such as spring-mediated cranioplasty and endoscopically assisted craniosynostosis surgery (EACS) combined with helmet therapy, are slowly gaining popularity [4, 5]. Several works have demonstrated that both types of treatments have similar complication rates, and there is not a clear superiority of one approach over the other [6–8]. EACS offers reduced surgical incision size, lower reoperation rates, and shorter hospital stays [9]. However, OCVR is still the preferred alternative when immediate correction of skull shape and intracranial pressure is required. Moreover, it permits a more targeted surgical intervention with customized virtual surgical planning and a potential reduction in persistent bony defects [10]. In general terms, most studies agree that the ideal time to perform early EAS is within the child’s first 3 months of life since the skull is soft, with a thickness < 2 mm in the frontal and parietal bones facilitating strip craniectomies. In turn, OCVR is more convenient when the patient exceeds the nine months of life [9].
Regardless of the treatment chosen, diagnosing and surgically correcting craniosynostosis largely relies on the surgeon’s subjective assessment. The surgeon typically determines the severity of the cranial deformity and develops a strategy for reshaping the affected bone to restore a normal skull shape. This approach relies heavily on the surgeon’s skill and experience, leading to high variability in surgical outcomes and highlighting the need for advanced techniques to improve accuracy and reproducibility.
Effective preoperative planning is essential for achieving optimal surgical outcomes in craniosynostosis treatment. As such, previous research groups have worked on developing adequate surgical plans based on normative cranial shape models [11, 12]. Employing these customized models can enhance surgical outcomes and increase the objectivity and reproducibility of procedures [13, 14]. However, the main challenge lies in accurately translating this plan into the clinical setting, as any inaccuracies in bone placement can lead to residual deformities. This issue has prompted the exploration of advanced technologies to help bridge the gap between planning and execution. Three-dimensional (3D) technologies have shown great promise in this regard. For instance, 3D printing has been used to create patient-specific models and surgical guides, allowing surgeons to better translate the surgical plan into clinical practice [15, 16]. On the other hand, surgical navigation systems, known for their high precision, have also been employed to improve the accuracy of cranial remodeling procedure [17, 18]. In previous work, we presented and evaluated a novel workflow for accurately translating the virtual surgical plan (VSP) into the operating room (OR) using both 3D printing and optical navigation [19]. However, traditional navigation systems are often bulky, time-consuming to set up, and can be counterintuitive as they display information on external screens, diverting the surgeon’s focus away from the patient.
Augmented Reality (AR) has emerged as a promising alternative in recent years, offering the ability to overlay virtual information directly onto the surgical field so that surgeons maintain focus on the patient. AR is more compact and affordable than traditional navigation systems and can be used with smartphones/tablets or head-mounted displays (HMDs). Despite its potential, AR has seen limited use in craniosynostosis surgeries, with most applications restricted to simulation scenarios [20, 21]. When intraoperative results are available, they are typically based on subjective feedback from surgeons [22] or assessed using broad metrics such as changes in intracranial volume before and after surgery [23]. These studies often lack precise measurements that directly evaluate the accuracy of bone positioning using AR techniques.
In this work, we developed, analyzed, and compared alternative 3D solutions to improve the placement accuracy of remodeled bones in OCVR surgeries. Two of these solutions involved AR applications: one designed for an Android tablet and the other for Microsoft HoloLens 2. The third method was based on the use of 3D-printed references. We initially tested these methods in a simulated environment using a 3D-printed patient-specific phantom and subsequently applied them during an actual surgical procedure. Our primary objective was to evaluate the accuracy of bone placement achieved with each of these guidance methods individually. We focused specifically on the deviation of each positioned bone from the VSP to identify the most effective approach for clinical use.

Materials and methods
Clinical data
The proposed solutions were evaluated on a 14-month-old boy diagnosed with trigonocephaly, treated at the Hospital General Universitario Gregorio Marañón (HGUGM) in Madrid, Spain. The standard surgical procedure for this type of craniosynostosis (metopic) involves the remodeling of the frontal bone and the supraorbital bar (hereafter referred to as the SO bar) [24]. These are the bone fragments we focus on in this work. The patient was nonsyndromic, had no previous craniofacial surgeries, and did not exhibit hydrocephalus, intracranial hemorrhages, or craniofacial trauma.

Virtual surgical planning and surgical guide design
A preoperative computed tomography (CT) scan of the patient’s head was acquired using a Philips Mx8000 CT scanner with a slice thickness of 0.625 mm. A 3D virtual model of the patient’s skull was generated from these CT images using the Segment Editor module in 3D Slicer [25]. A VSP was outlined to achieve the ideal skull shape for this patient using normative cranial shape models. Specifically, we used the statistical atlas generated at Children’s National Hospital from CT images of 100 healthy infants to develop an individualized VSP based on the patient’s age and gender [11, 12]. The VSP outlines how the bones should be cut, reshaped, and repositioned to minimize cranial shape abnormalities and achieve the desired outcome.
Following the methodology from our previous work [19], 3D-printed patient-specific surgical guides were employed for cranial osteotomies and bone remodeling. The cutting guides, created from the patient’s skull shape extracted from the preoperative CT scan, provided precise cutting lines for the osteotomy of the frontal bone and SO bar. Remodeling templates, derived from the VSP, served as molds to reshape the bone fragments to the desired form. These guides have proven highly accurate for these tasks, with a mean error below 0.7 mm due to their unique fit on the patient’s bone surface [16, 19, 26].
To place the remodeled bones back in the patient in the expected positions, this work presents and analyzes three alternative methods: 3D-printed spacers, AR guidance with a tablet, and AR guidance with Microsoft HoloLens 2. Each method also utilized patient-specific 3D-printed surgical guides. The 3D-printed spacers were designed to fit into the SO bar gap after the osteotomy and physically constrain the advance of the remodeled SO bar. However, they do not provide any guidance for the placement of the frontal bone. For the AR methods, AR guides were created following the same protocol as with the cutting guides, but including the design of an adapter to hold the AR markers that enable automatic registration of virtual information. All designs were exported in STL format for 3D printing and subsequently converted to OBJ format to develop the AR applications for Microsoft HoloLens 2 and tablet in Unity.

Surgical workflow
After defining the individualized VSP from normative cranial shape models, the proposed surgical workflow consists of ten steps (Fig. 1). The procedure starts with bicoronal S-shaped incision to expose the frontal and supraorbital bone regions. Secondly, the surgeon fits the 3D-printed cutting guides onto the exposed bones and uses an ink-compatible marker to mark the osteotomy lines. These guides also serve as a reference to fit the AR guides in the patient’s left and right parietal bones. The AR guides are affixed to the skull by creating 2 mm diameter holes in the bone tissue with three resorbable pins (SonicPins Rx, KLS Martin, Germany) in each case. After fixing the AR guides, the cutting guides are removed, and osteotomies are performed. The frontal bone and the SO bar are then reshaped using remodeling templates and positioned back in the head using three distinct methods: 3D printed spacers (only for the SO bar) and AR guidance with tablet or Microsoft HoloLens 2. To finish, the remodeled bones are secured to the surrounding healthy bones with resorbable plates and screws. The AR guides are then removed, and a final scan of the patient is acquired to verify the result before closing the incision.
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Fig. 1Schematic workflow of surgical steps. The blue frontal bone and the green SO bar in Step 8 represent the virtual display in the AR applications, which corresponds to the ideal shape of both bone fragments defined in the VSP (shown in pink in Step 0)



Augmented reality reference markers and applications
We developed two AR applications for surgical guidance using Unity 2022.3.20f1 and C# programming language. The first one is compatible with any Android device (Fig. 2A). Following previous works of our group for surgical guidance in cranial [22] and maxillofacial reconstruction [27], the application displays the ideal position of the remodeled bones in the patient’s head. Automatic registration between the virtual and real worlds is achieved using the Vuforia software development kit (SDK), version 10.22.5 (Parametric Technology Corporation Inc., Boston, MA, USA). It detects two planar AR reference markers in the camera’s field of view (FOV), which contain specific black and white patterns in two-dimensional (2D) 40 × 40 mm squares. Both references have a five-star rating in the Vuforia API, which is the maximum score for marker quality and indicates that they will be accurately tracked. Vuforia’s algorithm for AR marker tracking has been extensively validated and employed in clinical applications, showing a mean error of 0.31 ± 0.38 cm across various distances and orientations [28]. Given the placement of the AR markers on the patient (one on each side of the head), only one can be detected at a time. Based on the detected marker and its estimated pose, the application renders the virtual models in their designated positions within the surgical site.
In addition to displaying the remodeled bones, the application also shows the virtual position of other surgical guides and a frame around the detected marker for visual verification of proper alignment between the virtual and real worlds. The frame is also color-coded and transitions from green to red to indicate when tracking is lost. In that case, the models remain in their corresponding position where the AR marker was detected last. The display properties of each model can be tailored by selecting them in the dropdown menu (top-left corner of the screen) and then manipulating the visibility toggle and the transparency slider on the screen. The option “All models” applies the modifications to all virtual models simultaneously. The remodeled virtual bone fragments were split into right and left halves. When detecting each marker, only the corresponding half of the bone fragments was displayed to prevent depth perception issues when transparency was increased.
The second application is the direct translation of the Android application to a Head Mounted Display (HMD) environment. Specifically, it was developed for Microsoft HoloLens 2 using Mixed Reality Toolkit (MRTK) version 2.8.3.0. This application contains the same user interface as the Android application, but it is adapted to the MRTK environment (Fig. 2B). Two additional buttons were added as shortcuts to 30% and 100% opacity. In this case, leveraging the AR glasses capabilities, all buttons can be called using voice commands such as “frontal left” to select the left region of the frontal bone, “toggle visibility” to turn it on or off, and “transparent” or “opaque”. The transparency slider must be manually manipulated when a finer tuning of the model’s transparency is desired.
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Fig. 2AR applications on (A) tablet and (B) Microsoft HoloLens 2 displaying virtual bones registered to the phantom skull for the alignment of the bone phantoms. The leftmost panel shows all options available in the dropdown menu of the tablet application



3D printing and sterilization
For their use in the surgical scenario, surgical cutting guides and remodeling templates were fabricated through additive manufacturing with selective laser sintering in polyamide material PA2200 on an EOS 3D printer with an external certified provider (KLS Martin Group, Tuttlingen, Germany). This material complies with international biocompatibility standards, having been extensively tested for cytotoxicity, sensitization, irritation, acute systemic toxicity, and material-mediated pyrogenicity, following ISO-10993-1 regulation [29]. Moreover, this material has been widely employed and validated in the literature for the fabrication of cutting guides and templates [30–32].
The AR guides and reference markers for the AR applications were fabricated in-house at HGUGM, which is certified as a manufacturer for this purpose [33]. The AR reference markers were 3D printed in black and white polylactic acid (PLA) through the fused deposition modeling (FDM) technique on a double extruder Raise 3D Pro 2 3D printer. The AR guides were fabricated using the stereolithography technique (SLA) with a Formlabs Form 2 3D printer (Formlabs Inc., Somerville, MA, USA) using biocompatible BioMed Clear V1 resin. This resin possesses USP class IV certification, ensuring its suitability for direct contact with the patient’s bone for a longer time [34]. All parts were sterilized before surgery at HGUGM. The cutting guides and remodeling templates were sterilized with water vapor in a single cycle of 75 min, with a peak temperature of 134 °C for a minimum time of 5 min. The AR guides and AR markers were sterilized using hydrogen peroxide with a peak temperature of 55 °C for a minimum of 3 min in a single cycle of one hour, to prevent deformation.

Performance evaluation
Before the surgery, we conducted experiments in a simulation scenario using 3D-printed patient-specific phantoms. Five users, including four researchers and the operating surgeon, independently placed the SO bar and the frontal bone phantoms in their corresponding position in the skull phantom sequentially using one of the three guidance methods (AR applications in the tablet or Microsoft HoloLens 2 for both bone fragments and 3D-printed spacers only for the SO bar). In all cases, the bones were affixed to the skull using modeling plaster. The order of the guidance method employed was randomized, and the setup was reset between users, bone fragments, and guidance methods. Each user performed a single attempt with each bone and method, yielding a total of 25 simulations.
During the surgical procedure, the remodeled SO bar fragment was placed three times, each time using one of the three guidance methods (Fig. 3). While the outcomes of these attempts could be successfully recorded for further evaluation, time constraints prevented the same process from being applied to the frontal bone. Consequently, all records in the operating room pertain only to the SO bar.
In all cases, the relative position of the placed bone fragment to the patient’s head was recorded using an Artec Eva (Artec3D, Senningerber, Luxembourg) structured light scanner. After each scan, the bone fragments were removed to reset the positioning process before applying the next guidance method. To evaluate the results, we generated 3D models from the scans and registered them to the VSP using 3D Slicer. The global positioning error was calculated from distance maps created with the Model to Model Distance module in 3D Slicer, which measures the distance from each point on the placed bone model to the nearest point on the ideal model in the VSP. The error was also analyzed by axis for a more detailed understanding of the results. Additionally, we measured the advancement error of the SO bar, defined as the anteroposterior distance between the ends of the scanned SO bar and its counterpart in the virtual plan. For a more detailed explanation of the phantom design, surgical experience, and evaluation protocol used to analyze the data recorded, please refer to the Supplementary Document, available at https://​doi.​org/​10.​5281/​zenodo.​14697459. Complementing the Supplementary Document, two supplementary videos are available at the same link. Supplementary Video S1 provides footage from the surgical procedure, offering a complete overview of the experience, while Supplementary Video S2 demonstrates the workflow used to evaluate the data from the surgical scenario.
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Fig. 3Positioning of the remodeled SO bar during surgery with (A) 3D-printed spacers (yellow arrow), (B) Tablet, and (C) Microsoft HoloLens 2. Video recordings of the procedure are available in Supplementary Video S1 at https://​doi.​org/​10.​5281/​zenodo.​14697459




Results
The mean translation and rotation errors for each bone fragment are presented in Table 1, categorized by scenario and guidance method. The table also presents the mean placement errors derived from the Euclidean distance between the models for each case. Moreover, Fig. 4 illustrates the distance maps generated for the SO bar fragments positioned using each of the three guidance methods during surgery, compared to the ideal plan. The maximum errors observed were 2.0 mm for both the tablet and Microsoft HoloLens 2, and 2.5 mm for the 3D-printed spacers. Nonetheless, the 90th percentile error in each case is 0.9 mm for the tablet, 1.1 mm for Microsoft HoloLens 2, and 0.7 mm for the 3D-printed spacers. All errors were calculated based on absolute values.
Table 1Mean translation and rotation errors obtained for each bone and scenario, by guidance method. The last column represents the final error obtained by considering the overall positioning. “HL2” stands for Microsoft HoloLens 2, and “Spacers” refers to 3D-printed spacers


	Bone fragment
	Scenario
	Mean translation error ± std (mm)
	Mean rotation error ± std (°)
	Mean placement error ± std (mm)

	Tablet
	HL2
	Spacers
	Tablet
	HL2
	Spacers
	Tablet
	HL2
	Spacers

	SO bar
	Surgical scenario
	0.6 ± 0.6
	0.8 ± 0.3
	0.2 ± 0.1
	0.8 ± 0.5
	0.8 ± 0.4
	1.1 ± 0.7
	0.5 ± 0.3
	0.6 ± 0.3
	0.3 ± 0.4

	SO bar
	Simulation scenario
	0.6 ± 0.4
	0.6 ± 0.4
	0.6 ± 0.4
	0.4 ± 0.5
	0.6 ± 0.8
	0.6 ± 0.6
	0.6 ± 0.4
	0.6 ± 0.5
	0.5 ± 0.4

	Frontal bone
	Simulation scenario
	0.7 ± 0.3
	0.6 ± 0.4
	-
	0.9 ± 0.6
	0.9 ± 0.6
	-
	0.6 ± 0.4
	0.6 ± 0.4
	-




[image: ]
Fig. 4Distance maps between the VSP and the SO bar fragments placed at surgery using (A) the tablet, (B) Microsoft HoloLens 2, and (C) the 3D-printed spacers


We performed a series of statistical tests to analyze the recorded data. A Shapiro-Wilk test confirmed that the data for all attempts and guidance methods followed a normal distribution, and the Levene test indicated homogeneous variance across these groups. We called “attempts” the data grouped by users (four researchers and the surgeon in the simulation scenario plus the same surgeon during surgery). Based on this, we conducted several ANOVA tests to compare the error rates among the different attempts and guidance methods. The analysis revealed no significant differences in error between the attempts or among the guidance methods, with a significance level set at 0.05 for all tests.
Figure 5 breaks down the translation and rotation errors by axis, encompassing all data recorded in the simulation scenario and, where applicable, during surgery. Translation along the R, A, and S axes represents the displacement of the positioned bone fragment to the right, anterior, or superior directions relative to the VSP, measured in millimeters. Rotation along the R axis indicates how much the positioned fragment is tilted forward or backward compared to the reference model, measured in degrees. Rotation along the A axis measures the degree of tilt to the right or left, while rotation along the S axis assesses the model’s torsion around the patient’s vertical axis.
[image: ]
Fig. 5Translation and rotation errors by axes (R = Right-Left axis, A = Anterior-Posterior axis, S = Superior-Inferior axis) in (A) SO bar and (B) frontal bone. Each box includes from the first to the third quartile of the dataset, with the middle line indicating the median. Scattered points represent outliers. Quartile calculation was performed using an inclusive median


For both bone fragments, the translation and rotation data grouped by axis met the assumptions of normality and homogeneity of variance according to the Shapiro-Wilk and Levene tests, respectively. For the SO bar, an ANOVA test indicated statistically significant differences between translation axes, and a Tukey HSD test revealed that the significant difference is between the A and S axes. Similarly, significant differences were found in the rotation around the A axis. In the case of the frontal bone, the Tukey HSD test shows significant differences between all pairs of axes for both translation and rotation, with the greatest variability observed along the S axis in both translation and rotation. For all translation and rotation axes, the ANOVA analyses did not detect statistically significant differences when comparing the guidance methods used (Tablet, Microsoft HoloLens 2, and 3D printed spacers).
To further analyze the SO bar placement, we measured its advancement along the antero-posterior axis. Figure 6 shows the distance from each of the left and right ends of the placed SO bars to their corresponding positions in the VSP. Positive and negative distances indicate that the placed SO bar is shifted towards the posterior and anterior directions, respectively. The average advancement error, considering both left and right sides, was 0.8 ± 0.4 mm, with mean errors of 0.7 ± 0.5 mm on the left side and 0.8 ± 0.5 mm on the right side. The maximum error recorded was 2.0 mm on the right side using the tablet application during surgery. Shapiro-Wilk and Levene tests confirmed that the data follow a normal distribution with homogeneous variance when grouped by attempt, guidance method, or side (right / left). Again, ANOVA tests revealed no significant differences in error between any of these groups using a significance threshold of 0.05 in all cases.
[image: ]
Fig. 6Distance of placed SO bar left and right ends to their analogous in the VSP, grouped by guidance method. Each box includes from the first to the third quartile of the dataset, with the middle line indicating the media. Scattered points represent outliers. Quartile calculation was performed using an inclusive median



Discussion
In this work, we aimed to enhance the precision of placement of the remodeled bone fragments during open cranial vault remodeling surgeries. We focused on the frontal bone and the SO bar to correct metopic craniosynostosis. To achieve this, we developed and compared three guidance methods: AR on a tablet, AR on Microsoft HoloLens 2, and 3D-printed spacers (only for the SO bar). We evaluated the three methods in two stages: first, using a 3D-printed patient-specific phantom in a simulated scenario, and then during the actual surgery. In all cases, we quantitatively analyzed the position of the bone fragments in relation to the VSP as a means to assess the effectiveness of each guidance method for this clinical application.
Several approaches have been proposed to objectify bone fragment positioning during craniosynostosis surgery before ours. For instance, Hochfeld et al. proposed using a stereotactic frame to control fragment position [35]. This device was not only invasive and complex to fit but also took around one hour to be set up, highly increasing surgical time. On the other hand, Kobets et al. described the use of intraoperative CT imaging to confirm the surgical outcome [36]. However, the acquisition of the CT scan not only increases the surgical time but also exposes the infant to an extra dose of ionizing radiation. In contrast, our proposal addresses many of these limitations. For instance, our AR solutions offer both an easy setup and real-time guidance, enabling surgeons to make multiple adjustments during the final positioning. Additionally, we used structured light scans to record surgical outcomes and evaluate the results, providing information comparable to CT scans without exposing the patient to radiation [37].
The three methods developed in this work provided similar levels of accuracy in bone placement, with no statistically significant differences between the data recorded during the simulation and the actual surgery. Based on these findings, the results obtained from the simulations are as valid for system validation as those from actual surgeries. This is crucial for clinical translation, as it suggests that our developed tools are valuable for their use in a real-world surgical environment, not just in a controlled simulation. Our data also revealed no statistically significant differences in placement accuracy when comparing the guidance methods, which means that none of them demonstrated clear superiority for accurately positioning the remodeled bone fragments.

                        While numerous studies have aimed to enhance the objectivity and reproducibility of craniosynostosis procedures, only a few have provided precise accuracy metrics to support their claims. One example is the recent work by Recker et al. [38], which reported postoperative translational and rotational deviations of less than 5 mm and 5° with respect to the VSP. Their work evaluated the same bone fragments as those in the present work, analyzing eight patients using computer-aided surgical simulation (CASS) and preoperative and postoperative CT scans. However, their approach does not allow for intraoperative corrections to address detected deviations, potentially limiting its utility when compared to our methodology.
In a previous work of our group, we presented a proof of concept for using AR on a tablet in a simulated surgical context using 3D-printed phantoms [22]. In that case, the mean translation and rotation errors were 0.70 ± 0.24 mm and 0.43 ± 0.30° for the SO bar and 0.67 ± 0.33 mm and 0.39 ± 0.33° for the frontal bone. Additionally, in another work, we analyzed the positioning errors of these same bone fragments during surgery [19] using a Polaris Spectra (NDI, Waterloo, Canada) optical tracking system (OTS) to track a pointer tracing the surface of the bone fragments and compare their positions with the VSP. The process could be repeated as many times as required until virtual and real positions matched. The average errors reported were 0.6 ± 0.4 mm in the frontal bone and 0.6 ± 0.5 in the SO bar.

                        Compared to [38], our work introduces a dynamic system that integrates intraoperative assessment and correction. This real-time feedback minimizes deviations from the VSP during the procedure and enhances postoperative outcomes. As a result, we report significantly higher accuracy, with mean translation and rotation errors below 1 mm and 1° in all scenarios and guidance methods (except for the rotation error of 1.1 ± 0.7° using 3D-printed spacers for the SO bar in the surgical scenario). Unlike the proof of concept in [22] the current methods extend validation from a simulated to an actual surgical environment. Compared to the OTS used in [19], our AR-based methods offer a simpler and more compact solution, enabling real-time feedback without requiring scans between attempts, significantly improving usability during surgery.

                        In a deeper analysis of each guidance method presented in this work, 3D-printed spacers were the quickest and most intuitive approach, as they only needed to be inserted like puzzle pieces. Moreover, they have proven to be beneficial when digital technologies are not available or practical. However, their main limitation is that they are only suitable for guiding the positioning of the SO bar. We could not find an equivalent spacer for the frontal bone that would provide similar guidance without contacting the delicate brain. Moreover, although the translation and rotation results across all axes were not significantly different from those achieved with AR-based guidance methods, the 3D-printed spacers primarily guide the anteroposterior axis of the SO bar. Adjustments in the remaining axes must be made by the surgeon’s judgment. In contrast, both AR solutions offer more comprehensive information, displaying the exact 3D position the bone fragments should occupy. Although they require additional time for setup and the use of extra hardware to run the applications, the AR solutions might be a more reliable option in complex cases with potentially challenging corrections. Statistically significant differences were found for certain translation and rotation axes, but the error values have proven sufficiently low for this clinical application. If preferred, 3D-printed spacers and AR guidance could be combined, the former for quick initialization and the latter for finer tuning of the positioning. Still, if higher accuracy was desired, a third AR marker could be added to the setup to increase the working volume of the AR applications and, consequently, the perspectives from which the bone fragments can be verified.

                        Regarding AR in tablet versus Microsoft HoloLens, both devices were seamlessly integrated into the surgical room. Both devices effectively recognized the AR markers thanks to the consistent illumination of the surgical site. Moreover, their location was close enough to the region of interest to minimize registration error [39]. Notably, the placement of AR guides and markers can be easily adjusted for future patients to suit different surgical approaches. In our case, using the tablet was slightly more inconvenient than the Microsoft HoloLens 2 because it had to be handheld. However, the shared view it offered was valuable for collaborative decision-making in the OR. Additionally, the tablet’s display of virtual models was clearer and easier to interpret than that of the AR glasses, particularly for users less familiar with the latter visualization mode. Ultimately, the ease of use for each device depended largely on the user’s personal proficiency with the technology. Notably, two surgeons used the Microsoft HoloLens 2 simultaneously during the surgery, each aligning the same bone from their own perspective. Although the applications were not synchronized, this approach was highly effective in maintaining the stability of the bone fragment from both sides. This method is advantageous over having a single surgeon using the AR device, which would require them to move around the patient multiple times, potentially becoming cumbersome and unstable.

                        Interestingly, although we present a single case in this work, both AR methods can be potentially employed for varied cranial bone shapes, as they are not restricted to the treatment of metopic craniosynostosis. This flexibility arises from the fact that any 3D model derived from the VSP will automatically be displayed in its correct position relative to the AR markers, regardless of the bone fragment or shape. Consequently, our solution is scalable to any new case of craniosynostosis. In situations where a conflict arises between the bone fragment and the AR guides supporting the AR marker, it may be necessary to identify a new position on the head for them. We believe that this promising proof of concept provides a foundation for the development of future solutions in this type of surgery.

Conclusions
This work develops and tests the feasibility and effectiveness of AR-based and 3D-printing-based solutions to enhance the precision of bone fragment placement during craniosynostosis surgeries. We designed three alternative guidance methods: AR on a tablet, AR with Microsoft HoloLens 2, and 3D-printed spacers, and initially evaluated them in a simulation scenario. Later, they were easily introduced in the surgical room and successfully employed to guide an actual surgery. The three guidance methods showed comparable accuracy in positioning remodeled bone fragments with mean placement errors below 1 mm in all cases.
While 3D-printed spacers are a practical solution when digital technologies are unavailable, AR-based methods provide more comprehensive guidance, especially in complex cases requiring meticulous adjustments. Nevertheless, our study suggests that the choice of method may depend more on the specific clinical context, user-specific skills, and available resources than on a clear superiority of one method over the others.
Looking forward, future research could focus on incorporating additional 2D AR markers or even 3D AR markers to increase the working volume of AR systems and obtain even greater accuracy. Additionally, we recommend the coupled use of the selected alternative so that surgeons can verify each other’s work in real time, thus improving the overall safety and efficacy of these advanced surgical techniques. Overall, the integration of AR and 3D printing into cranial surgery holds great promise for improving surgical precision and patient outcomes.
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	Software development kit
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