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Abstract 

Background The use of 3D-printing in medicine requires a context-specific quality assurance program to ensure 
patient safety. The process of medical 3D-printing involves several steps, each of which might be prone to its own set 
of errors. The segmentation error (SegE), the digital editing error (DEE) and the printing error (PrE) are the most impor-
tant partial errors. Approaches to evaluate these have not yet been implemented in a joint concept. Consequently, 
information on the stability of the overall process is often lacking and possible process optimizations are difficult 
to implement. In this study, SegE, DEE, and PrE are evaluated individually, and error propagation is used to examine 
the cumulative effect of the partial errors.

Methods The partial errors were analyzed employing surface deviation analyses. The effects of slice thickness, kernel, 
threshold, software and printers were investigated. The total error was calculated as the sum of SegE, DEE and PrE.

Results The higher the threshold value was chosen, the smaller were the segmentation results. The devia-
tion values varied more when the CT slices were thicker and when the threshold was more distant from a value 
of around -400 HU. Bone kernel-based segmentations were prone to artifact formation. The relative reduction 
in STL file size [as a proy for model complexity] was greater for higher levels of smoothing and thinner slice thick-
ness of the DICOM datasets. The slice thickness had a minor effect on the surface deviation caused by smoothing, 
but it was affected by the level of smoothing. The PrE was mainly influenced by the adhesion of the printed part 
to the build plate. Based on the experiments, the total error was calculated for an optimal and a worst-case parameter 
configuration. Deviations of 0.0093 mm ± 0.2265 mm and 0.3494 mm ± 0.8001 mm were calculated for the total error.

Conclusions Various parameters affecting geometric deviations in medical 3D-printing were analyzed. Especially, 
soft reconstruction kernels seem to be advantageous for segmentation. The concept of error propagation can con-
tribute to a better understanding of the process specific errors and enable future analytical approaches to calculate 
the total error based on process parameters.
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Background
3D‑printing in medicine
Medical 3D-printing continues to transform the way 
patients are treated. It can be used to create anatomical 
models [1, 2], patient-specific instruments (PSI) [3, 4] 
and custom made implants [5, 6], enabling fast, accu-
rate, and personalized treatment approaches. This tech-
nological advancement aids in patient information [7, 
8] as well as medical training [9, 10] and contributes to 
the success of surgeries and procedures [11, 12]. How-
ever, the effective and safe use of 3D-printing in medi-
cine requires a rigorous and context-specific quality 
assurance (QA) program to ensure a stable production 
process in terms of patient safety.

The medical 3D‑printing process and its errors
The process of medical 3D-printing is complex and 
involves several steps, each of which might be prone to 
its own set of errors. It begins with imaging and then 
proceeds with segmentation, which generates virtual 
3D-models from Digital Imaging and Communica-
tions in Medicine (DICOM) datasets. Typically, these 
models are saved as Standard Tessellation Language 
(STL) files, which represent the model as a 3D mesh 
of triangles and vectors. However, STL files can con-
tain errors such as artefacts, mesh gaps, and vector 
misalignments. These issues can be addressed through 
a variety of automated and manual repair methods, 
such as smoothing or vector correction. These digital 
editing techniques are critical to create a high-qual-
ity, printable STL file, which is then converted into a 
code that can be processed by the 3D-printer to build 
an object layer by layer (slicing). Once the build has 
been completed, depending on the printing technology 
employed, material-specific post-processing steps may 
be required, such as the removal of support structures.

A terminology for errors in medical 3D-printing has 
been introduced in a recent review on quality assur-
ance for 3D-printed patient specific anatomical models 
by Schulze et  al. [13]. It distinguishes the three most 
important partial errors (segmentation error (SegE), 
digital editing error (DEE) and printing error (PrE)) and 
their possible combinations. According to the defini-
tions by Schulze et al., “the SegE is defined as the devia-
tion between the original structure and the direct result 
of the segmentation process”, “the DEE is defined as the 
deviation between the direct result of the segmentation 
process and the print-STL” and “the PrE is defined as 
the deviation between the print-STL and the printed 
model”. Figure  1 shows the process to produce patient 
specific 3D-printed anatomical models, the main types 

of errors that can occur, their possible combinations 
and the focus of this study.

Quality assurance for medical 3D‑printing
The challenges of achieving reliable segmentation results 
have been described in various contexts [15–20]. For the 
most part, they can be attributed to the often-required 
significant manual intervention during segmentation, but 
parameters such as slice thickness, image reconstruction 
algorithm and threshold can also affect the segmentation 
results. In contrast to the SegE, the subsequent process 
steps (DEE and PrE) are less dependent on manual inter-
vention and primarily influenced by software parameters. 
While several studies focused on parameters, that have 
an impact on the SegE and PrE, the DEE has not yet been 
comprehensively investigated. Many studies addressed 
only the quality of the results, comparing the original 
structures with the final printed product [13]. However, 
those approaches have not yet been implemented in a 
joint concept and the latter often lack information on the 
stability of the process and possible optimizations.

With regard to the SegE, there is a lack of literature on 
the influence of the CT reconstruction parameter "ker-
nel" on the accuracy of the segmentation results. In gen-
eral, the choice of reconstruction kernel is a trade-off 
between resolution and noise. Hard kernels provide better 
sharpness of edges but have a lower signal-to-noise ratio 
compared to softer kernels [21–23]. Since a high signal-to-
noise ratio can greatly simplify the segmentation process, 
it is questionable whether soft kernels should generally 
be preferred for segmentation purposes for 3D-printing, 
even when the target structure has a high contrast to the 
surrounding tissue (e.g., segmenting bones).

In accordance with the recommendations of the Radio-
logical Society of North America on quality assurance for 
medical 3D-printing by Chepelev et  al., this study eval-
uates the SegE, DEE and PrE individually [14]. Ten dif-
ferent configurations of CT imaging parameters, seven 
different threshold settings, three software variations and 
smoothing levels as well as three fused filament fabrica-
tion (FFF) 3D-printers are considered.

Among the software variants, Brainlab Elements has 
not yet been frequently examined in terms of segmenta-
tion for 3D-printing. However, performing segmentation 
with Brainlab Elements enables an efficient combination 
of 3D-printing and navigation [24].

Finally, an exemplary concept based on error propaga-
tion is introduced to analyze the cumulative effect of the 
partial errors, thereby enabling a comprehensive assess-
ment of their influences on the total error. Based on this, 
the key learnings for the process owner and clinical user 
are summarized in Fig. 12.
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Materials and Methods
A summary of the study protocol is visualized in 
Fig.  2 and a detailed description of the methods is 
provided in the following sections. To begin with, 

a test specimen was designed using CAD software 
(Fusion360, Autodesk, San Rafael, USA). The test 
specimen is also referred to as the "benchy" in this 
study and was used for all experiments.

Fig. 1 The medical 3D-printing process, its main types of error and their possible combinations (according to Schulze et al. [13]. Highlighted 
with orange: focus of this study. The arrows indicate which of the intermediate process results are compared to determine the respective main 
types of error, including the differentiation of combined and partial errors. Highlighted with blue box: Errors that should be evaluated individually 
according to the guidelines of the RSNA for medical 3D-printing [14]. SegE: Segmentation Error, DEE: Digital Editing Error, PrE: Printing Error, IAE: Image 
Acquisition Error, SegC: Segmentation Comparison Error 
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Fig. 2 Summary of the study protocol. The SegE, DEE and PrE are evaluated individually according to the definitions by Schulze et al. [13]. th.: 
thickness
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Production of the phantom
Generally, an artificial phantom has three main advan-
tages over real anatomical structures for the evaluation of 
a medical 3D printing process:

1. It resembles real anatomy without the issues of indi-
vidual structural variations, privacy concerns, and 
shareability.

2.  It enables the structured representation of typi-
cal anatomical structure correlates (large and 
small curves, corners, different angles, etc.), which 
improves universal transferability.

3. It can be printed without support structures. As 
support structures are generated by the slicing tool 
and can affect the quality of surface, the determined 
printing error is less influenced by the slicing tool 
when no support structures are required. 

Fig. 3 Benchy

Fig. 4 Experimental setup of the CT image acquisition
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To enable a broad application of our concept, the STL-
file of the benchy is shared with the supplementary mate-
rials in the online version of this article.

The benchy mimics the shape of the proximal femur 
and is specifically designed to simulate the challenges of 
segmentation. It includes freeform surfaces and distinct 
areas to evaluate the impact of various sources of error 
on differently shaped structures. The benchy is shown 
in Fig.  3  and the STL file is online available in the sup-
plementary materials. After construction, the benchy 
was exported as a STL file and then 3D-printed in poly 
lactid acid (PLA) using a Raise3D Pro2 printer (Raise3D, 
Shanghai, China) with 100% infill, a slice thickness of 0.3 
mm and a nozzle diameter of 0.6 mm.

Image acquistion
Ten computed tomography (CT) scans (Somatom Defi-
nition Flash, Siemens, Germany) of the benchy were 
acquired employing ten different parameter combina-
tions. Five scans with slice thicknesses of 0.4, 0.6, 1.5, 
3.0, and 5.0 mm were acquired with each of one soft tis-
sue (STK) and one bone kernel (BK). Common stand-
ard kernels for soft tissue and bone tissue were selected 

according to the protocols with the respective slice 
thicknesses as defined for clinical use. Tube voltage (kV) 
and tube current (mAs) were adopted according to the 
default settings of the protocols (Table  1, Appendix A). 
To minimize the contact between the benchy and its 
mount during imaging, it was positioned on four tooth-
picks. Figure 4 shows the experimental setup of the CT 
image acquisition.

Evaluation of the SegE
The benchy was 3D-scannend with an optical 3D-scan-
ner (GOM Atos Core, GOM, Germany, accuracy up to 
0.03 mm) to generate a virtual ground truth 3D-model as 
a reference. Threshold segmentations of the benchy were 
performed on each of the ten DICOM datasets using 
the three different software programs 3D Slicer (Version 
5.0.3, Brigham and Women’s Hospital, Harvard Medical 
School, USA), D2P (Version 1.0.5, 3D Systems, USA), 
and Brainlab Elements (Origin server 3.3., Brainlab, Ger-
many) with threshold settings increasing incrementally in 
seven steps from -800 to 200 HU. Only minimal manual 
intervention was required to remove the toothpicks from 
the segmentation.

Fig. 5 Print bed orientations and positions of the 15 printed benchys for the evaluation of the PrE. a, b: Replicator 2X, c: Ultimaker S5, d: Raise3D 
Pro2
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Finally, the resulting 210 benchy segmentations were 
exported as STL files and compared to the ground truth 
3D-scan model by surface deviation analysis after auto-
matic alignment minimizing the total deviation using 
GOM Inspect (2022, Service Pack1, GOM, Germany).

Evaluation of the DEE
Three of the resulting segmentations of each software 
(based on bone kernel DICOM data sets with slice thick-
nesses 0.4 mm, 1.5 mm, 5.0 mm; threshold of -600 HU) 
were selected to evaluate the DEE. These segmenta-
tions were further processed applying low, medium and 
strong smoothing. In D2P only a low smoothing option 
was available. Since there is no uniform scale for defining 
the degree of smoothing, settings were chosen based on 
the visual impression of an experienced examiner, which 
were classified as low, medium and high. The medium 
category most closely approximates a setting that would 
have been chosen for clinical use. An attempt was made 
to select similar parameters for all three software vari-
ants; however, the absolute error values of the DEE 
are still not directly comparable between the software 
because the level of smoothing is defined by a different 
scale in each software. For the category "low", a median 
smoothing with a kernel size of 1 mm was chosen in 3D 
Slicer, a smoothing factor of 0.66 in Brainlab Elements, 
and a factor of 1 mm in D2P. For the category "medium", 
a median smoothing with a kernel size of 3  mm was 
selected in 3D Slicer and a smoothing factor of 1.33 in 
Brainlab Elements. For the category "high", a median 
smoothing with a kernel size of 5  mm and a smooth-
ing factor of 2.00 were selected in 3D Slicer and Brain-
lab Elements, respectively. The resulting 21 print-STLs 
were compared to the corresponding direct segmenta-
tion results by surface deviation analysis after automatic 
alignment minimizing the total deviation using GOM 
Inspect.

Evaluation of the PrE
In addition to the benchy that was printed with 100% 
infill, 15 further benchys were printed using three dif-
ferent FFF 3D-printers (Replicator 2X, Makerbot, New 
York, USA; Ultimaker S5, Ultimaker, Utrecht, Neth-
erlands; RaisePro2, Raise3D. Shanghai, China). Five 
benchys were printed with each of the three printers 
with different print bed positions and orientations. The 
layer thickness and infill were kept constant at 0.3  mm 
and 15%. The nozzle diameters were 0.4 mm, 0.6 mm and 
0.8  mm for the Replicator 2X, the Raise2pro and Ulti-
maker S5. Figure 5 shows the print positions and orien-
tations for all printers. To evaluate the printer-specific 
PrE the printed benchy models were 3D-scannend with 
an optical 3D-scanner (GOM Atos Core) and compared 

to the construction STL by surface deviation analysis 
after automatic alignment minimizing the total deviation 
using GOM Inspect.

Statistical characterization of surface deviation analyses
To examine SegE, DEE and PrE, surface deviation analy-
ses were performed using GOM Inspect. The results of 
the surface deviation analyses were then exported as 
ASCII (American Standard Code for Information Inter-
change) files and analyzed with Matlab (R2023b, Math-
works, USA). The mean surface deviation was used as a 
measure for the position of the deviation values. This spe-
cifically provides information on whether the analyzed 
object is larger or smaller than the reference (negative 
mean values indicate that the analyzed object is smaller 
than the reference). The 6σ-interval provides information 
on the variation of the deviation values. The 6σ-interval 
is the size of the interval of the 3-σ-environment and 
was defined as the difference between mean+ 3σ and 
mean− 3σ . For normally distributed values, 99.7% of the 
values fall within this interval.

Evaluation of the Total Error
The total error was calculated as the sum of SegE, DEE 
and PrE according to the rules of the Gaussian error 
propagation as shown in Eq. 1 and 2 [25]. �meantotal rep-
resents the mean surface deviation of the total error and 
σtotal its standard deviation.

The total error has been calculated as an example for 
two constellations of parameters that have been deter-
mined in this study. The calculation was based on the 
results of 3D Slicer. In both cases, the data was derived 
from STK segmentations. The average of the five Ulti-
maker S5 prints was considered for the PrE in both cases.

Results
Evaluation of the SegE
The relative error of volume caused by segmentation 
(negative values indicate that the volume of the segmen-
tation result is lower than the volume of the ground truth 
3D-scan) is shown in Fig. 6 together with the file size (Fi) 
of the segmentation results. The parameter Fi reflects 
the complexity of the surface of the segmentation results 
as the Fi of a STL file is proportional to the number of 
polygons it contains. Each line in the diagrams reflects 
a layer thickness of the corresponding CT DICOM data 
sets (0.4, 0.6, 1.5, 3.0, and 5.0 mm). The X-axis indicates 
the threshold chosen for segmentation in Hounsfield 

(1)
�meanTotal = �meanSegE +�meanDEE +�meanPrE

(2)σTotal = σ
2

SegE + σ
2

DEE + σ
2

PrE
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Units (HU). Additionally, the kernel and the software 
used are differentiated. When the differences between 
the surfaces of the reference and segmentation results 
became too large, the iterative closest point alignment in 
GOM Inspect could no longer be performed reliably. As 
a consequence, it was not possible to analyze the surface 
deviation for these samples. Therefore, a cut-off value 
was defined for the volume error. Exceeding this value, 
surface deviation analysis was not possible. The volume 
of the reference 3D-scan of the printed benchys was 

51,955  mm3. If the volume of the segmentation result was 
less than 30,000   mm3, no surface deviation analysis was 
performed. This corresponds to a relative volume error 
of -42.26%. This threshold is also shown in Fig. 6. For all 
cases with a relative volume error exceeding the cut-off of 
-42.26%, no values are plotted in Fig. 7, as the mean and 
the 6σ-interval of the surface deviation could not be cal-
culated for these cases.

In summary, the file size of the segmentation result 
showed a peak around a threshold of 100 HU. The higher 

Fig. 6 Relative volume errors of the segmentation process (∆V rel) and the file sizes (Fi; MB: megabyte) of the segmentation results. Each of the five 
red and blue lines in each diagram reflect the CT with corresponding slice thickness of 0.4 mm, 0.6 mm, 1.5 mm, 3.0 mm and 5.0 mm
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the threshold value was chosen, the smaller were the 
segmentation results. The deviation values varied more 
when the CT slices were thicker and when the thresh-
old was more distant from the value of around -400 HU. 
However, a threshold that was too high had a stronger 
influence on the variation of the deviation values than a 
threshold that was too low.

The mean surface deviations between segmenta-
tion results and ground truth 3D-scan are shown in 

Fig. 7 together with the corresponding 6σ-intervals. Each 
line in the diagrams reflects one layer thickness of the 
CT DICOM data sets (0.4, 0.6, 1.5, 3.0, and 5.0 mm). The 
X-axis indicates the threshold chosen for segmentation 
in HU. Additionally, the kernel and the software used are 
differentiated. No values are plotted for segmentations 
that had a relative volume error exceeding -42.26%. A 
detailed analysis for the segmentations highlighted with 
numbers in Fig. 7 is provided in Figure 13 to Figure 16 of 

Fig. 7 Means (mean ∆S) and 6σ-intervals (6σ ∆S) of the surface deviation between reference 3D-scan and direct segmentation results. Each 
of the five red and blue lines in each diagram reflect the CT with corresponding slice thickness of 0.4 mm, 0.6 mm, 1.5 mm, 3.0 mm and 5.0 mm. 
A detailed analysis for the segmentations highlighted with numbers is provided in Figure 13-Figure 16 of Appendix A
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Appendix A, including surface deviation heat maps and 
histograms illustrating the relative frequency of devia-
tion values. Figure  13 shows the influence of software 
and slice thickness for a soft tissue kernel and a given 
threshold of -600  HU. Figure  14 shows the influence of 
software and slice thickness for a bone kernel and a given 
threshold of -600  HU. Figure  15 shows the influence of 
software and kernel for a slice thickness of 0.4 mm and a 
given threshold of 0 HU. Figure 16 shows the influence of 
software and kernel for a slice thickness of 5.0 mm and a 
given threshold of 0 HU.

Evaluation of the DEE
The relative change of file size (∆Fi rel) caused by the 
smoothing process is shown in Fig. 8 together with the 
relative change of volume (∆V rel). Negative values 
indicate a reduction of file size or volume. The mean 
surface deviations between direct segmentation results 

and print-STLs (results of the smoothing process) 
are shown in Fig.  9  together with the corresponding 
6σ-intervals.

In summary, the relative reduction in STL file size was 
greater for higher levels of smoothing and thinner slice 
thickness of the underlying DICOM datasets. The same 
refers to the relative reduction in volume although the 
influence of slice thickness on the volume reduction was 
less than on the file size. In contrast, the slice thickness 
of the corresponding DICOM dataset did not signifi-
cantly affect the surface deviation caused by the smooth-
ing process in terms of means and variation (described by 
the 6σ-intervals). However, the level of smoothing had a 
significant effect, the model was shrinked with increas-
ing level of smoothing. In addition, the 6σ-intervals 
increased with higher smoothing levels. Conversely, the 
strongest smoothing setting available in D2P had only a 
small effect on ∆Fi rel, ∆V rel, mean ∆S and 6σ ∆S.

Fig. 8 Relative change of file size (∆Fi rel) and volume (∆V rel) caused by smoothing of three different levels. l: low, m: medium, h: high. The symbols 
and their color indicate the slice thickness of the DICOM datasets underlying the segmentations (0.4, 1.5 and 5.0 mm), which were then smoothed 
to determine the DEE
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A more detailed analysis of the effects caused by 
smoothing is shown in Figure 17 of Appendix A, includ-
ing the effect of three different smoothing levels at a 
given slice thickness of 0.4 mm and the effects of software 
and slice thickness at a given smoothing level “medium”.

Evaluation of the PrE
The mean surface deviations between construction STLs 
and 3D-scans of the printed models (mean ∆S) is shown 
in Fig. 10 for each of the printers together with the cor-
responding 6σ-intervals (6σ ∆S).

In summary, the accuracy of the Ultimaker S5 and the 
RaisePro2 was of comparably high accuracy, whereas the 
Replicator 2X was notably inferior. The most accurate 

results were achieved with the Ultimaker S5. A detailed 
analysis of the PrE of the least accurate printer (Replica-
tor 2X) is provided in Figure 18 of Appendix A.

Evaluation of the total error
Parameter configuration 1 is presented as an optimal 
setup (referring to the results of this study) with a thresh-
old of -400 HU, a slice thickness of 0.4 mm, and low-level 
smoothing. In this case, the mean surface deviation for 
the total error is 0.0093 mm with a standard deviation of 
0.2265 mm. Accordingly, the 6σ ∆S is 1.3588 mm.

Parameter configuration 2 is presented as an exam-
ple when only image data with a slice thickness of 
5.0 mm is available, which would be considered 

Fig. 9 Means (mean ∆S) and 6σ-intervals (6σ ∆S) of the surface deviation between direct segmentation results and print-STLs caused by smoothing 
of three different levels. l: low, m: medium, h: high. The symbols and their color indicate the slice thickness of the DICOM datasets underlying 
the segmentations (0.4, 1.5 and 5.0 mm), which were then smoothed to determine the DEE. A more detailed analysis of the effects caused 
by smoothing is shown in Fig. 17
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insufficient as a data source for 3D-printing. A lower 
threshold of -600  HU is chosen together with a high-
level of smoothing for compensation. In this case, the 
mean surface deviation for the total error is 0.3494 mm 
with a standard deviation of 0.8001 mm. Accordingly, 
the 6σ ∆S is 4.8055 mm. The partial errors and the cal-
culated total errors are visualized for both parameter 
configurations in Fig. 11.

Discussion
We observed a linear decrease in the relative volume 
error (∆V rel) in the range from -800 to 0  HU. Above 
the threshold of 0 HU, there was a considerably sharper 
decrease in ∆V rel. This is primarily due to the surface no 
longer being closed beyond a certain threshold (slightly 
above 0 HU in our study, scanning PLA in air). Although 
Friedli et  al. investigated the effect of threshold values 
on the deviation of segmentations from a reference seg-
mentation within a much narrower range of 80 HU and 
observed mean surface deviations of up to 0.95  mm, 
our findings (mean surface deviation values are pre-
sented in Fig.  7) are consistent with their work, as it is 
important to note that their evaluation is based on real 
patient data that includes adjacent soft tissue [26]. This 
results in a higher impact of threshold changes on the 
geometric deviation of the segmentation results. Another 
aspect they investigated is the comparison of the effects 
of threshold adjustments on computed tomography 
(CT) with cone beam computed tomography (CBCT) 
based segmentations. They found that CBCT based seg-
mentations were slightly less sensitive to these changes. 
Methodologically, their approach differed in comparing 
segmentation results to a reference segmentation rather 
than to a ground truth 3D-scan, which presents both 
a limitation and an opportunity: A limitation of their 
approach is that it does not allow conclusions about the 
absolute deviation from the original structure. However, 
their method positions the reference segmentation and 
the test segmentations in the same coordinate system. 
This allows to infer from the transformation matrix of 
the iterative closest point alignment whether threshold 
settings affect the spatial position of the segmentation 
results.

Regarding the influence of threshold levels, our results 
further indicate that the optimal threshold is minimally 
affected by the slice thickness of the underlying CT scans 
(the graphs for mean ∆S and ∆V rel in Figs. 6 and 7 cross 
the zero line for all slice thicknesses within a very narrow 
threshold range). However, the curves become steeper 
as slice thickness increases. This suggests that segmen-
tations based on thicker-slice CTs are more sensitive to 
threshold changes than those based on thin-slice CTs, 
resulting in segmentations from thicker-slice CTs reach-
ing the volume cutoff at lower thresholds than segmenta-
tions from thin-slice CTs. Furthermore, it is evident that 
segmentations based on BK CTs are notably more sensi-
tive to threshold changes above 0 HU compared to STK 
based segmentations. This can be attributed to the infe-
rior signal- and contrast-to-noise ratio of BK CTs [21]. In 
general, the segmentation result becomes larger than the 
reference at too low thresholds, and smaller at too high 
thresholds.

Fig. 10 means (mean ∆S) and 6σ-intervals (6σ ∆S) of the surface 
deviation between construction STLs and 3D-scans of printed 
models. A detailed analysis of the PrE of the least accurate printer 
(Replicator 2X) is provided in Fig. 18 of Appendix A



Page 13 of 21Juergensen et al. 3D Printing in Medicine           (2024) 10:38  

Fig. 11 Total error for both parameter configurations, calculated as sum of partial errors

Fig. 12 Key learnings for the clinical user and the process owner in medical 3D printing at the point of care [39]
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The file size remains constant across a wide range of 
threshold values for all software and kernels, but there 
is a noticeable difference between the CT slice thick-
nesses. Ranking the CT slice thicknesses by the file size 
of the segmentation results, from smallest to largest, the 
order is as follows 5.0 mm, 1.5 mm, 0.6 mm, 3.0  mm, 
0.4 mm. In general, it can be seen that higher resolution 
in CT means more polygons in the segmentation result. 
However, the 3  mm slice thickness seems to involve a 
specific staircase effect, resulting in its segmentation 
results containing more polygons than those based on 
0.6 and 1.5 mm slice thicknesses. When the surface is no 
longer completely closed, certain effects appear (e.g., a 
particularly large increase in file size from threshold 0 to 
threshold 100). This is especially true for segmentations 
based on BK CTs. Here, we observe not only a particu-
larly strong increase in file size above 0  HU but also a 
change in the order of CT slice thicknesses when ranked 
by the file size of the corresponding segmentations (5.0, 
3.0, 1.5, 0.6, 0.4 mm). Additionally, it is noticeable that 
after the peak in file size at 0 HU, a decrease is observed. 
Both effects can be attributed to "island formation" and 
the non-enclosed surface at too high thresholds. Due to 
the higher noise in BK CTs, the effect of island formation 
is particularly strong and significantly affects the number 
of polygons in the segmentation results. However, as the 
threshold is further increased, the number of individ-
ual islands that are part of the segmentation decreases, 
which in turn reduces the number of polygons.

Mean ∆S and 6σ  ∆S of the SegE (representing devia-
tions between direct segmentation result and reference 
3D-scan) are shown in Fig. 7. Fundamentally, we observe 
similar effects for mean ∆S as with ∆V  rel, though this 
parameter, especially in combination with 6σ  ∆S, pro-
vides more detailed information about the surface 
deviation.

Our results suggest that when a threshold is set too 
low, the deviation of the segmentation result from the 
reference becomes more positive as the slice thickness 
increases. This finding also allows further conclusions 
to be drawn from the results of other authors: Eliyahu 
et  al. investigated how the slice thickness in CT affects 
the results of CT-based finite element analysis to assess 
the load capacity of the femur [27]. In this context, they 
also investigated the extent to which the volume of the 
segmentation result depends on the slice thickness in 
underlying CT data. They observed that segmentations 
based on a 3  mm slice thickness have a larger volume 
than segmentations based on a 1 mm slice. This indicates 
that even with optimal slice thickness, the segmentation 
parameters employed in their study may slightly overesti-
mate the true volume.

Huang et  al. also investigated the influence of slice 
thickness on segmentation results [28]. In their study, CT 
data sets of the neck and head of 11 patients were recon-
structed with various parameters, including 14 different 
slice thicknesses ranging from 0.6  mm to 10  mm, and 
were then segmented. To evaluate the deviation between 
segmentations based on various slice thicknesses to a 
reference segmentation based on a slice thickness of 
3  mm, they utilized the parameters mean surface dis-
tance, Hausdorff distance, and Dice similarity coefficient. 
As expected, the difference in mean surface distance 
between the reference segmentation and the test segmen-
tations increased as the slice thickness deviated from the 
reference. However, the Dice similarity coefficient and 
Hausdorff distance parameters were far more sensitive to 
changes in the slice thickness of the underlying DICOM 
datasets. Together with our results, this emphasizes that 
the mean surface distance alone is not sufficient to assess 
the deviation between two objects. This is particularly 
evident in Fig.  7, around a threshold of 400  HU, where 
the mean ∆S for all slice thicknesses are close together, 
yet the variability of deviation values, expressed through 
the parameter 6σ ∆S, differs greatly. We observe that the 
variability increases with thicker CT slice thicknesses, 
which can be attributed to staircase effect in the segmen-
tation results. This is detailed in Figure 13 and Figure 14 
from Appendix A, where another aspect becomes appar-
ent: Despite exclusively using simple threshold segmen-
tations across all software variants, segmentations based 
on a 5  mm slice thickness in Brainlab and D2P exhibit 
less staircase formation compared to those in 3D Slicer. 
The lower values for 6σ ∆S of the Brainlab Elements and 
D2P segmentations compared to the 3D Slicer segmenta-
tions in Fig. 7 also reflect this. Therefore, it can be con-
cluded that D2P and Brainlab, even when performing 
simple threshold segmentation, include algorithms that 
optimize segmentation results based on DICOM data 
with thicker slices. Akmal et al. observed a similar phe-
nomena: In their study on cumulative errors in the pro-
cess for producing patient-specific implants, they found 
that staircase formation in the segmentation result corre-
lates most closely with the standard deviation of the sur-
face deviation [29].

Overall, despite minor differences in surface structure 
among segmentations performed with different software, 
no single software was found to be notably superior or 
inferior when parameters were comparably chosen. This 
aligns with the findings of Kamio et  al. [15], who com-
pared nine software variants for mandibular segmen-
tation through surface comparison and found average 
deviation values of less than 0.5 mm, with maximum val-
ues ranging between -1.55 and 1.75 mm. Moreover, no 
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statistically significant differences were found between 
the software options.

Around the optimal threshold, no noticeable differ-
ences between kernels were observed across all soft-
ware, aligning with the findings of Ogden et al. [30]. They 
conducted a CT-scan of a 3D-printed cube and recon-
structed it using different kernels, finding a maximum 
deviation between DICOM data of 1.18  mm. However, 
their study focused on linear measurements in DICOM 
data and did not directly investigate the impact on seg-
mentation. Nonetheless, the influence of threshold lev-
els on the segmentation of a L1 lumbar vertebra scanned 
in air was examined for thresholds of 125, 150, 175, and 
200 HU, where average deviations were found to be in the 
sub-millimeter range.

In our study, another effect was observed for seg-
mentations based on BK CT data: Although the graphs 
of mean ∆S are generally steeper for thicker slice thick-
nesses, the mean surface deviations of BK-based segmen-
tations increase stronger for thin slice thicknesses above 
a threshold of 0 HU. This observation can be attributed 
to the poorer contrast-to-noise ratio in BK: As seen 
in Fig.  6, BK segmentations from a threshold of 0  HU 
onwards exhibit a more complex surface than soft tissue 
kernel (STK) segmentations, which can be traced back to 
island formation. In the surface comparisons, the devia-
tion was determined by searching for the corresponding 
point on the 3D-scan from every point on the surface of 
the segmentation result. Since BK has significantly more 
"internal islands" (with negative deviation from the refer-
ence surface) than STK, mean ∆S for BK becomes mark-
edly more negative than for STK. The same applies to the 
dispersion of the deviation values, which is highest for 
slice thicknesses of 0.4, 0.6 around the threshold of 0 HU 
(or beyond, which could not be reliably measured). This 
effect is further illustrated in Figure  15 from Appendix 
A, where a direct comparison between STK and BK for 
a threshold of 0  HU and a slice thickness of 0.4  mm is 
shown. It is evident that with STK the surface integrity 
is largely preserved and deviation values are normally 
distributed. In contrast, with BK, a large portion of the 
surface is slightly more accurate, but this is contrasted 
by considerable indentations with negative deviations 
and internal island formations, resulting in deviation val-
ues that are no longer normally distributed. Akmal et al. 
reached a similar conclusion in their study: They pre-
ferred a softer kernel (J30S) over a harder one (J70H) for 
threshold-based segmentation of a CT-scanned dry skull, 
as the harder kernel produced more artefacts [29]. The 
recommendations of Materialise not to perform segmen-
tations of bony structures on DICOM data based on hard 
kernels are consistent with their results [31]. Dzierżak 
et  al. provide further evidence supporting this aspect: 

They explored how the reconstruction kernel of CT data 
affects the accuracy of an automatic model for detecting 
osteoporosis in CT scans of the lumbar to sacral spine 
[32]. For the analysis of the image data, they used the 
software MaZda and concluded that the accuracy of oste-
oporosis detection is better with a soft kernel than with a 
hard kernel. They attribute this to the focus on analyzing 
the trabecular bone, which is atypically demineralized in 
the context of osteoporosis, and thus is more accurately 
represented by a soft tissue kernel. This is further sup-
ported by Giambini et al. [33]. In the context of quanti-
tative computed tomography, according to their findings, 
soft kernels are more suitable than hard kernels for esti-
mating bone mineralization. Although soft kernels may 
slightly round edges and corners, they have less noise, 
which is also of great relevance in the context of segmen-
tation. Jiang et al., on the other hand, see that both bone 
kernel and soft tissue kernel are suitable for the CT-based 
finite element method for screening of osteoporosis [34]. 
However, they observe kernel-specific threshold values 
and recommend standard (soft tissue) kernels due to 
their wider use.

Another aspect that should be considered in terms of 
segmentation accuracy is the partial volume effect (PVE). 
The extent of its impact depends, among other fac-
tors, on contrast and slice thickness. Neubauer et al [35] 
investigated this for kidney stones and concluded that 
algorithms to compensate for PVE do not significantly 
improve the accuracy of segmentation results.

Regarding the relative change in file size (∆Fi rel) 
induced by smoothing with different smoothing factors, 
and for segmentations based on CTs with varying slice 
thicknesses, the relative change in file size was greater the 
thinner the CT slices and the higher the smoothing factor 
(Fig. 8).

The primary influence on the relative change in volume 
was the smoothing factor. Generally, the relative volume 
changes caused by smoothing were negative, indicating 
that smoothing tends to reduce the size of the models 
(Fig. 8). In terms of mean ∆S and 6σ ∆S, these were quite 
stable in relation to the slice thickness of the underlying 
CTs, but significantly dependent on the smoothing fac-
tor: The greater the smoothing factor, the more negative 
the mean surface deviation and the greater the variance. 
However, for D2P, there is a peculiar case where even 
the strongest possible smoothing factor had almost no 
effect (Fig. 9). Figure 17 from Appendix A further illus-
trates, how smoothing affects surface deviation: It mainly 
affects edges and corners, with larger surfaces being less 
affected.

Fogarasi et al. found no statistical differences between 
the final models of mandibular tumor segmenta-
tions that were smoothed with four different software 
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solutions [36]. Their analysis was based on the aver-
age of three smoothing levels within each software and 
they employed "union and intersection figures" to ana-
lyze similarities and differences between the software. In 
addition to the fact that the impact of smoothing in the 
context of the medical 3D-printing process has not been 
well studied [13], another challenge becomes apparent: 
There is no uniform scale for the smoothing factor and 
no standardized naming of the parameters that define the 
extent of smoothing. As a result, it is virtually impossi-
ble to compare the absolute deviation values caused by 
smoothing between different software solutions. In fact, 
it is questionable whether different versions of the same 
software can be directly compared, since it is unclear to 
the operator how the scaling of the parameter affecting 
the degree of smoothing may have changed. More uni-
form standards would be desirable here.

Regarding the PrE it became evident that among the 
three FFF printers, the adhesion of the printed model 
to the build plate had the most significant impact on the 
printing accuracy. The Ultimaker S5 utilized a heated 
glass build plate (60°C) with an additional adhesive spray, 
the Raise3D Pro2 employed a heated metal build plate 
(60°C), and the Replicator 2X’s build plate could only be 
heated at the beginning of the printing process. While 
all three printers produced precise models, the results 
from the Replicator 2X were notably affected by warp-
ing. Ramian et  al. in their study on "Thermal Deforma-
tions of Thermoplast during 3D-Printing" demonstrated 
that the effect of warping is highly dependent on the tem-
perature of the print bed [37]: They conducted test prints 
and gradually increased the temperature of the print bed 
in 5 °C steps from 75 ° to 100 °, observing average lift off 
values from 0.89 to 1.51 mm. However, they printed with 
Acrylonitrile Butadiene Styrene Copolymer (ABS), which 
is even more susceptible to warping compared to PLA. 
Figure 18 in Appendix A provides a more detailed illus-
tration of the warping that has occurred with the Rep-
licator 2X. This allows for further insights into why two 
models exhibited significantly more warping than the 
remaining three (with 6σ ∆S around 1.1 mm and around 
1.7 mm). The two models that were positioned on the left 
and right outer edges of the print bed experienced par-
ticularly strong vertical lift-off. This suggests that the heat 
distribution in the print bed was uneven, and the outer 
areas may have cooled down more quickly.

Generally, our results for the PrE were within the range 
described in the literature. In a recently published review 
by Schulze et  al. [13] with 139 publications included, 
the median printing error was 0.26 mm, and the results, 
which were based on a surface deviation analysis, ranged 
between 0.025 and 0.5 mm, compared to 0.12 mm as the 
maximal absolute mean deviation value of this study.

In this publication, the numerous parameters that 
affect the PrE were not examined in detail; however, 
our data clearly illustrate how significant the effects of 
individual parameter changes can be in terms of PrE. 
For FFF 3D-printing, Brion et  al. propose an innovative 
approach to deal with this [38]: They acquired detailed 
video recordings, including thermal images, of FFF print-
ing processes. These were labeled with the corresponding 
printing parameters and used to train a neural network 
that enables real-time detection of printing errors and 
effective automatic optimization of printing parameters 
for various printers, materials, and geometries.

Akmal et al. presented a similar approach to calculate 
the total error according to rules of error propagation 
[29]. In contrast to our approach, they did not consider 
the effect of the DEE (in their study: 3D modelling error) 
separately for the calculation of the total error.

Other differences to our approach include their use of 
the head of Sus domesticus as the original structure for 
imaging (including soft tissue) and their calculation of 
the total error for an implant. Since this implant has two 
boundary surfaces, they doubled the thresholding error 
and then reported a worst-case total error for the implant 
of 2.31 mm with a standard deviation of 0.79 mm (com-
pared to our results of 0.01 ± 0.23 mm and 0.35 ± 0.80 
mm, respectively). Considering their value for a single 
boundary surface (1.71 mm), both their results and ours 
fall within the range reported by Schulze et  al. for the 
total error (0.05-2.25 mm) [13]. Figure  12  summarizes 
the key learnings for the clinical user and the process 
owner based on the results of this study.

Limitations
The main limitation of our study lies in the imaging 
setup. According to the categorization by Schulze et al., 
scanning artificial models in air is the least realistic imag-
ing setup for assessing the SegE [13]. Although the direc-
tion and relative strength of the observed effects are 
generalizable, the absolute deviation values of the SegE in 
this study only refer to the contrast of PLA to air. Yet in 
this study, the highly controlled experimental setup also 
provides an opportunity to evaluate the effect of differ-
ent parameters on segmentation accuracy in the absence 
of confounding factors. However, due to the limited real-
ism of our approach, further research is needed to trans-
fer our results to more realistic imaging setups. Synthetic 
DICOM datasets or simulation of soft tissue may be 
used for this purpose [40, 41]. For the modality CT, tube 
voltage and tube current may be taken into account in 
future research. These were not investigated in this study. 
Our study focused specifically on CT data as the most 
common source for medical 3D-printing [14]. Similar 
research regarding the influence of other modalities, such 
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as MRI or 3D ultrasound, on the 3D-printing process is 
needed. Additionally, future research could consider a 
broader range of software including Mimics (Materialise, 
Belgium). Also, our study focused only on FFF-3D-print-
ing. Therefore, our results could be complemented with 
research on further printing technologies such as vat 
photopolymerization and material jetting. Due to the 
shape of the benchy, no support was required during the 
printing process, which prevented confounding by the 
slicing software However, the removal of support struc-
tures in the post-processing step represents a relevant, 
printing technology-dependent source of error that is not 
addressed in this publication.

Conclusions
The three partial errors of the medical 3D-printing pro-
cess segmentation error (SegE), digital editing error 
(DEE) and printing error (PrE) were evaluated separately. 
Specifically, for SegE, a variety of parameter configura-
tions were explored, and the influence of threshold and 
slice thickness was analyzed across a wide range. Due 
to their relevance for many semi-automatic segmenta-
tion algorithms, valuable insights can be gained on how 
to adjust segmentation or smoothing parameters to 
minimize the total error even under suboptimal imaging 
conditions.

For the experimental setup with high contrast between 
the scanned object and its environment, soft tissue ker-
nel-based segmentations are at least as accurate as bone 
kernel-based segmentations over a wide threshold range. 
However, since the latter tend to produce notably more 
artefacts at too high thresholds, soft kernels seem to be 
advantageous for segmentation in most cases. This is 
particularly true considering that segmentation on real 
image data requires higher threshold values due to the 
increased noise with hard kernels.

The printing error is strongly influenced by the adhe-
sion of the printed model to the build plate, which can 
be greatly improved by optimal conditioning, e.g. heating 
the build plate with constant heat distribution.

The concept of Gaussian error propagation can 
increase the understanding of various influences on 
geometric deviations in medical 3D-printing. Nega-
tive and positive average values of the partial errors 
can cancel each other out, but the variation of the error 
values increases with each processing step. Future 
research, using more realistic imaging setups, can con-
tribute to represent the total error as a function of the 
partial errors and their influencing parameters. Con-
sequently, analytical approaches are conceivable to 
optimize downstream parameters depending on the 
characteristics of the imaging available. Similarly, they 

can be used to calculate the achievable quality of the 
results, which can help to optimize the imaging, so that 
a result sufficient for 3D-printing can be achieved with 
minimal radiation exposure.

Appendix A

Table 1 Parameters of image acquisition

slice 
thickness 
(mm)

kilo voltage 
peak (kV)

tube 
current 
(mAs)

pixel spacing (mm) kernel

0.4 120 92 0.31, 0.31 U30u

120 92 0.31, 0.31 U70u

0.6 120 92 0.31, 0.31 U30u

120 92 0.31, 0.31 U70u

1.5 80 56 0.32, 0.32 I26f

80 56 0.32, 0.32 I70f

3.0 80 52 0.98, 0.98 B40f

80 52 0.98, 0.98 B60f

5.0 80 56 0.32, 0.32 I30f

80 56 0.32, 0.32 I70f

Fig. 13 Influence of software and slice thickness for a soft tissue kernel 
and a given threshold of -600 HU. The segmentation results are shown 
in the upper left corner of each diagram, and the heat maps indicate 
the deviation from the ground truth 3D-scan according to the legend 
on the right
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Fig. 14 Influence of software and slice thickness for a bone kernel 
and a given threshold of -600 HU. The segmentation results are shown 
in the upper left corner of each diagram, and the heat maps indicate 
the deviation from the ground truth 3D-scan according to the legend 
on the right

Fig. 15 Influence of software and kernel for a slice thickness of 0.4 mm 
and a given threshold of 0 HU. The segmentation results are shown 
in the upper left corner of each diagram, and the heat maps indicate 
the deviation from the ground truth 3D-scan according to the legend 
on the right

Fig. 16 Influence of software and kernel for a slice thickness of 5.0 mm 
and a given threshold of 0 HU. The segmentation results are shown 
in the upper left corner of each diagram, and the heat maps indicate 
the deviation from the ground truth 3D-scan according to the legend 
on the right

Fig. 17 Effect of three different smoothing levels and slice thickness 
on the DEE. The heat maps indicate the deviation be-tween direct 
segmentation results and print-STLs according to the legend on the right. 
first row: effect of different smoothing levels for a given slice thickness 
of the underlying DICOM data set and software 3D Slicer. Second 
and third row: effect of different slice thicknesses of the underlying 
DICOM data set on the DEE for a given smoothing level (medium). Note 
that in D2P only a low level of smoothing with a minimal effect is available
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Fig. 18 PrE analysis of the Replicator 2X prints. Two outliers are highlighted with red boxes. The heat maps indicate the deviation between construction 
STLs and 3D-scans of printed models according to the legend on the right. The heat maps are arranged according to the print bed orientation 
of the corresponding printed models. For each of the five printed models, a view from above and a view from below are presented. In particular, 
the heat maps corre-sponding to the two outliers from the plots in Figure 10 clearly show that more severe warping has occurred
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